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ABSTRACT

The design of control laws to damp flexible structural modes requires accurate math
models. Unlike the design of control laws for rigid body motion (e.g., where robust
control is used to compensate for modeling inaccuracies), structural mode damping
usually employs narrow band notch filters. In order to obtain the required accuracy in
the math model., maximum likelthood estimation technique is employed to improve
the accuracy of the math model using flight data. This paper presents all phases of this
methodology: (1) pre-flight analysis (i.e.. optimal input signal design for flight test,
sensor location determination, model reduction technique, etc.), (2) data collection and
preprocessing, and (3) post-flight analysis (i.e., estimation technique and model
verification). In addition, a discussion is presented herein of the software tools used for
this study and the need for future study in this fleld.
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ABSTRACT

The design of control laws to damp flexible structure modes requires accurate math
models of the dynamic system. To obtain the required accuracy of a math model,
the parameter estimation technique using maximum likelihood estimation is
employed to improve the accuracy of the model based on flight data. This paper
presents all phases of this methodology: pre-flight analysis (i.e., optimal input signal
design for flight test, sensor location determination, model reduction technique,
etc.), data collection and preprocessing, and post-flight analysis (i.e., estimation
technique and model verification). The results of this study indicate that the
parameter estimation technique (i.e,, maximum likelihood estimation) is an
effective and powerful technique in modifing high-order aeroelastic aircraft models.
However, the accuracy of the results depends upon the fidelity of the theoretical
model with regards to the correct number of dominant modes for the desired
frequency bandwith in the model (i.e., model order). If the number of modes in the
model are not representative, then an identification problem can occure in the
parameter estimation technique. Nevertheless, this problem can be overcome using
the system identification technique.
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INTRODUCTION

Having an accurate mathematical representation is fundamental to any aircraft
control system design. In general, aircraft models are developed from a theoretical
basis and modified by analyzing the experimental data (i.e., wind-tunnel data for
aerodynamic models or ground shake test data for structural models). Although
present techniques provide very good dynamic models for the design stages of an
aircraft, often these models do not match the actual dynamic flight response. This
problem has generated a need for advanced system identifiaction and parameter
estimation techniques in upgrading dynamic models of an aircraft based on flight

test data. This modeling problem is more apparent with high-order aeroelastic
models with which our experince with modeling techniques is limited.

Low-frequency structural modes are easily excited for a jet transport with a long
fuselage. This excitation causes a lateral ride discomfort in certain flight conditions.
In order to design a yaw damper to dampen Dutch roll response and suppress the
undesirable low-frequency structure modes by means of active control, an accurate
aeroelastic model of the aircraft must be available. In this study, parameter
estimation technique is applied to upgrade the high-order aeroelstic math model of
a jet transport. The following is a summary of the parameter estimation technique
using maximum likelihood estimation.

Maxi Likelihhood Estimati

Suppose the actual system is described by (Reference 1):

x(t) =A x(t)+Bu(t)+Ss({t)+F n(t)
z(ti)=C x(ti)+Du(ti)+Hs(ti)+Gm(ti) (1)

where
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x (t) state vector

u(t) control vector

z(t,) measurement vector
s (t) bias vector

n(t) process noise

m(t,) measurement noise
t, time sample

AB,C,DSHF,G system matrices with unknown parameters
n(t)and m(t) are zero mean ,Gaussian and independent noise

Assume k is the vector of unknowns that contains elements of the system matrices
A,B,C,D,S,H, Fand G. The objective is to maximize the probability distribution of
unknowns (i.e., k) when the measurements z are available. Therefore, maximizing
P(k/z), where P is the probability distribution function of k given z.

By Bayes' rule:

P(k/z) P(z) = P(,z) = P(z/k P(k) ()
or

P(k/z) = P@z/K §§—§; "

Since in these equations z is given, so P(z) becomes a constant. Assume there is no a
priori preference for k, so P(k) becomes a constant. Therefore, P(z/k) differs from
P(k/z) only by a constant. In other words equation (3) becomes:

P(k/z) = P(z/k) -constant 4)

Equation (4) indicates that P(z/k) may be maximized instead of P(k/z). Therefore,
using Gaussian assumption, the likelihood ratio may be written as:

1N

-1 y
Piz/ K =[en"|cGc"] exp{—% Y [z, (t)-2¢)] GG’ [zk(ti)—z(ti)]} )
i=1

where
Z i (t) predicted estimate at time t;
GG* measurement noise covariance matrix
L number of measurements
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If the logarithm of equation (5) is taken, the consatnt terms are eliminated by the
maximization, and the equation is multiplied by -1 to do minimization rather than
maximization, then equation (6) will be obtained as:

1 ™ 1
001 3 {fmy 69507 €07 5 -2, 7}

(6)

where J(k) is the cost function to be minimized. Two steps are taken to obtain z(t;).
Prediction step:

Xt 1) =@ x, (1) + ¥ ult,,,,,)

2, (t,)=Cx, (t;,))+D ult,,,) 7)
where

t
O =erl and ‘P=I eA* ds
0

and the correction step:

Xty 1) =2 (4, )+ K [z, 4) -2, (8,,)] (8)
K in equation (8) is the Kalman filter gain matrix given by:

K =PC*(GG*)"! ©
where P is the solution to the discrete time Riccati equation:

. _ 1 * w1 _
AP+PA" - = PC*(GG") CP+FF' =0 (10)
After obtaining the cost function J(k), the Newton-Raphson algorithm is used
iteratively to minimize the cost function by revising the unknowns parameters. |
-1
ki, =k - {Vi I(ki)} {ViT &)} (11)
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This algorithm requires an intial estimate for the vector of unknowns (kg). A priori
estimate is available for each unknown parameter through the analytical model.

The MMLE software tool developed by NASA Dryden is a parameter estimation
program supporting this estimation technique. This software has been modified by
Boeing to accept and handle higher order models. A comprehensive description of
this software tool is described in Reference 1.

PRE -FLIGHT ANALYSIS

Math Model

A sixtieth order linear aeroelastic math model for a flight condition of Mach .6
speed, 15000 foot altitude, and no turbulance, and cruise configuration of a jet
transport was provided in the form of:

Mq+Cq+Kq=u (12)
where M mass matrix
C damping matrix
K stiffness matrix
q generalized coordinate
u control inputs

The model is defined in the inertial axis system, and the dynamics (q), consist of
rigid body and flexible modes. The model is tuned using data from ground shake
testing. The system of equations (12) was transformed into state-space form using
the following transformation:

=
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therefore the system equation (12) becomes:

X=AnXm+Bpu
y=Cm Xm+Dpnu (13)

This transformation always exists because the mass matrix is positive definite.
Although this is a well-posed theoretical problem, it is not trivial. The flexible
model is usually on the order of one hundred states, thus causing numerical
inaccuracies in the inversion of the mass matrix. In our analysis the software
package MPAC was used to perform the transformation. (MPAC is a numerically
robust modern control and analysis software tool developed by the Boeing
Company.)

For the identification process, the system equation (13) was transformed into the
conjugate modal form using the following transformation:

Equation (13) becomes:

m=Am+Bu
y =Cm+Du (14)

where
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A =dia(X) A = i™ eigenvalue
B=T"'B controllability = matrix
C=CT observability matrix

The advantage of using the modalized form given by equation (14) is that all the

modes through A matrix, along with the controllability and observability matrices
are readily available for an analyst to quickly locate uncontrollable and unobservable
modes. In addition, the modes in the A matrix are decoupled and may be
partitioned into rigid model and elaastic model.

The order of the model was reduced to nineteen by deleting the modes above 6 Hz.
Since this model will eventually be used for ride quality study and modal
supperasion design, only those modes less than 6 Hz were retained.

The reduced order, modal model (19th order) is represented by:

m,=A;,m,+B; u
y =—Cl’ m,+D,u (15)

This model contains one state for heading, one for the spiral mode, two for the
Dutch roll mode, one for roll mode, eight for low-damped elastic modes, and six for
high-damped elastic modes.

To support this study, a special set of sensors were installed on the aircraft to
measure the dynamic response of the jet transport. The locations of these sensors
were based on the mode shapes of the aircraft determined by the math model and
physical constraints (TableI). (A complete discussion on sensor selection and
location placement on the aircraft is omitted herein for proprietary reasons.)
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TABLE I: Sensor Type and Locations for High-order
Aeroelastic Modeling

SENSOR TYPE

SENSOR LOCATION

Position Transducer

Yaw Rate Gyro

Lateral Accelerometer

Vertical Accelerometer

Roll rate, Yaw rate,
Bank angle, Heading,

On all control surfaces

Pilot seat, IRU (a station between CG and
cockpit below the cabin floor), CG station

1 Pilot seat, 1 Cockpit ceiling, 8 on the
passanger cabin floor from the cockpit to the

aft galley, 1 on the aft galley ceiling, 3 on
vertical tail (tip and mid section, front

and rear spar), three on each nacelle,
1 IRU station

1 on the pilot seat, 1 IRU, 1 aft galley,
8 on each wing, 3 on each horizontal tail,

2 on each nacelle

IRU and CG stations

The sensors selected for the analysis were: body roll angle (®), heading angle (¥), roll

rate (p) and yaw rate (r) at the IRU; body yaw rate at the pilot seat; 9 lateral

accelerometers along the fuselage; 2 lateral accelerometers on the nacelle number 2;

and 3 lateral accelerometers on the vertical tail.

Input Signal Desi

The flight test input-signal design analysis for high-order aeroelastic modeling was

performed using the reduced order analytical model (equation 15). Although a
number of "optimum" input signals have been proposed for flight testing in

conjunction with parameter estimation, none have been found to be appropriate for
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high-order aeroelastic modeling. Essentially, all the analytical techniques proposed
in designing the optimum input signals are based on the analytical model. This
model is the subject of improvement by the identification and estimation
techniques. Hence, no "optimum" input signal exists.

A number of different input signals were evaluated for this study. After a
comprehensive simulation study, it was determined that a frequency sweep of a
linear sine-wave with adequate energy to excite all the modes (rigid and elastic)
yeilds the best results. In addition, the linear sine-wave frequency sweep optimizes
the most commonly used criterion for input signal design:

= -log (det M) (16)

where M is the Fisher information matrix (or sensitivity matrix) defined by:

- 2
M-Vk](k) _ a”n

] is the cost function defined in equation (6). The criterion R defined in equation
(16) is related to the volume of highest probability density region for the parameters
k. An interesting property of the determinant criterion is that it is independent of
scaling parameters (Refernce 2).

Fifteen tests were designed for the same flight condition. Five frequency sweeps
were designed for each control surface. Each test was repeated for rudder, aileron,
and both surfaces in phase. The first frequency sweep covered 0 to 6 Hz to excite all
the modes in one test. The other four tests were then designed to excite specifically
high-damped modes by sweeping from .25 Hz below to .25 Hz above the frequency of
the mode.

The amplitude of the input signals were designed to be constant for practical
purposes (i.e., rate limits). The designed input signals were tested in the lab to
confirm that the signals did not saturate the servos and actuators of the control
surfaces. However, the output of the actuators during flight test generated signals
with decaying amplitutes. These decaying amplitudes reduced the energy level
initially designed for the test. Figures 1 and 2 show the actual control surface
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deflections for rudder sweep alone, and for rudder and aileron surfaces
simultaneously in phase.

Sampling Frequency

To record the data in flight test, a simulation study was conducted to determine the
required sampling frequency. The analytical model (i.e., system equations 15) was
assumed to be the true model, and simulated using the designed input signal. A
considerable amount of noise was added to the simulation data, and then that data
was treated as pseudo-flight data. The acutal model was used for parameter
estimation to determine the required sampling frequency. Sampling frequencies of
20, 25, 50, 100, 200 Hz were considered for this study. One mode or group of modes
at a time were selected for the estimation process of each sampling frequency. The
results indicated that 100 Hz is the best sampling frequency for this study. Figure 3
shows the typical results for identified parameters when different sampling
frequencies were used.

!

True
\//\ Value

Estimated Parameter

1 ] 1 1 1 .
0 20 50 100 150 200

Sampling Frequency

Figure 3. Typical Results from Estimation with Diftferent
Sampling Frequency
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FLIGHT TEST

The flight test was performed using designed linear sine-wave frequency sweeps for
rudder and aileron. The test conditions were conducted at a speed of Mach .6, an
altitude of 15,000 feet, and minimal turbulence. A preprogrammed frequency
function generator was used to apply the linear sinusoidal frequency sweeps (0-6 Hz)
to the aileron and rudder (through the autopilot servo).

The flight test data were recorded with 100 sample per second, and then filtered
using a Graham low-pass filter with the cutoff frequency of 10 Hz and rolloff
frequency of 15 Hz. Prior to estimation analysis, the data were cleaned up by
removing all the sensor biases and data dropouts.

POST FLIGHT ANALYSIS

The analytical model (system equations 15) was simulated using actual control
surface defelection during flight as input signals. The comparison of flight data with
the response of the analytical model for flight condition 41, where both rudder and
aileron frequency sweeps are used, is presented in the Figures 4-11.

The maximum likelihood estimation software tool (MMLE) developed by NASA
Dryden was used to minimize the residuals between flight data and response of the
analytical model in Figures 4-11. At the time of analysis, MMLE was hosted on the
Cyber mainfram. Due to Cyber having a memory limit, the capability of using
process noise was not available for analysis. Hence the results obtained herein, are
preliminary results which do not include the effect of process noise. The final
results of this study will be reported at the 1989 AIAA Guidance, Navigation and
Control conference.

The high-order model was partitioned into two sections: rigid model and elastic
model. For rigid model identification, 15 seconds of data were used. First the rigid
portion of the control and measurement matrices were upgraded. Then, the A
matrix was upgraded. Finally, all the parameters in the rigid section of the A /B and
C matrices were simultaneously estimated.
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Two different approches were taken for the elastic model identification. In the first
approach, the 19th order model was used for the analysis with all the elements of B
and C being estimated. All 70 seconds of data were used for this estimation
approach, . In this process, those parameters in the B andC that did not contribute
to the residuals were identified and kept constant for the remainder of the analysis.
Then, the elements of A were added to the estimation process while keeping some
of the elements of B andC constant. The results of this estimation approach are
show in Figures 12-19.

The second approach was to add one elastic mode at a time to the rigid model. For
this approach, the first elastic mode was added with 28 seconds of data used for the
analysis. The corresponding parameters in the B and C matrices were estimated
every time a mode was added to the model. The result of this approach was not
satisfactory because several times the algorithem diverged and the residuals were
big.

Figures 20-26 show the PSD plots obtained from the analytical model. Figures 27-34
show the PSD plots obtained from the estimated model. The PSD plots obtained
from the estimated model, clearly show that the estimation analysis improved the
accuracy of the model in terms of its modal representation. However, the estimated
parameters in the B and C matrices are biased. Since an accurate representation of
the transfer functions was desired for this study rather than true values of the B
and C matrices, the biased estimates in theB and C matrices did not create any
problem.

Figures 16, 17 and 19 indicate that another mode is present in the flight data which is
not modeled in the analytical or estimated model. This problem can not be solved
via parameter estimation technique which assumes the structure of the model (i.e.,
the order of the model) is correct. Hence, it is suggested that the system
identification technique developed by V. klein and J. Batterson of NASA LaRC be
used to overcome this problem.

605



I9PON ITIN uitm eleq ybi4 Buuedwod nu| e |loy Apog Jo asuodsay awi) gt ainbig

ZH ‘Asuenbeuy

oLy €c'9 sy "'y 00°y 95°C (13 19°T [ 1% 8L'L ce's 69" "
) " " oo_m.oE_._. 73 " ' (.
‘\._ a2
e Qo
A b 0
£
__ 2
A
\ I _
f X
w P TN T O '
-~ | Hi | Nyl
ik .” ,\s:.\. :/ \\_,__,_/ _:__m _ oy Apog
N m s R ;
/NN A atied, _ H—
\\Ll\hr!f\ | is:iu R __ | /
sl 1
..gia:iiiﬁﬁt \». R TV H
e T 1opow M ' _.__ ", _ \ e
AmmAnd J { m v v
V)
1
1
i “

ndu| uoselly pus Jeppny ‘Ly uopIPuod 3yBi4



19POW ITW yum ejeq b4 Bunedwod nui 18 meA Apog jo asuodsay awil

"€l ainbiy

ZH ‘Aouenboiy
os toe ey "o 00'y 9s'c W 19T e o ) s w
w * " " Jeg ‘awlL . ' .\...
) D_/H« VA ?
A AP IAT \/
TR
LYV
! .\/ w3
?.a;.)\ e 9
aaa, Y ﬂ
>;aa\ s.r%év
1~ w
oL
o a’
&\k&
\\\. T
- | "

indu) uoJe|ly puB JepPNY ‘L uoRIPUOd ybiI4

607

(Bep)
(117 ]
mep Apog



ISPON 3TN yum eieq wybyy4 Bunedwod NH| 18 aleH |l0H Jo asuodsay awiy

‘1 ainbig

N:.»o:r:u&m
oo £c's 68'p A 00’y os'e e JTx 131 ot ce' Cd "
3w.oEF
Y " 65 ” m o 2 ' % ov2-
5p-
0°1- 8
| | ©
:c L. ©
il 5
ﬂﬂﬂ%é& Z (‘208 / 6op )
\ \ \ Nl
Wty | ¢ o oy
a1
5°1
42

induj uosejly pus Jeppny ‘Ly UORIPUCD yByiy




I2POW ITW yum ejeq b4 Buuedwod nul 1e aley mep jo asuodsay awil °GL ainbiy

ZH ‘Adusnbaiy
8L'9 €C°8 69’y "w'e 00y 85°C e 19T T 84 et 68 w
: 208 ‘ewil
] : [} ] "% " [ [} J [}

T e e

nd
/ ejey meA

-
.

&

nduy uose|ly Pue JOppny ‘Ly UORIPUOd ybiid



I9POIN TN Yyum
ejeg b4 Buiiedwo) j1eas 10[id 18 UONEBIAIOY |esdle] Jo asuodsey awil 9L aunbig

ZH ‘Aouenbauy
SL'9 66 6V vy 00w 95 M'E 192 T eLL  ge 68’ "

,,2°S owL

[ 1) 89 [} 0 ” 1] L

se°-
-

st

Y PN e
AR A Q

-
<
-

1
"
s1°
19PowW N w S (8)
Jees jo|id
208 ‘awy) : uopesajaddy
© 1] " _ o o€ 02 " ' . leeE
02-
s1°-
01~

Se°-

| A ] o
I =T

e

st

02

wep Wby

N 52°
induj uoJe|(y Pue JeppNY ‘Ly UORIPUOd GId




[pON 31N uum eled b4 Buuedwod nHI 1B uoneld|dddy [esdle] jo

{epow 3N

81ep Wbj1d

ZH ‘Aduenbaiy
8L's  €€'8 8’y "Wy 00'v 95 L't 1972 2 W £ch Pre "

© " [}]

€ ”° L1} U

d0S ‘ewll . .
(7] " [ o

§E ”° L1 U

induj uoseliy pue Jeppny ‘iy uopipuod Wbi4

asuodsay oawij

§2°-
8-
Sie-

Sé°-

se°
{10
st
02
§e°

se'~
©-
Si°-
"
50°-
00°0
Se°
(1}
S
[
se°

(6)
nyt
‘uofjeieladoy

esayeT

*LL ainbi4

ell



ejeq

[19PON TN Yum

Wyb14 Bunedwo) Apog 14V le uoness|sdy |esajeq jo esuodsay awil ‘gL

ZH ‘Aouenbaiy

R ss ecs 68 w00y 95T L't 492 TT e €e 68’

208 ‘ewill
[ 1] - [1} [} [ 14 (13 ” (1} [}

02

§1°-

S0°-

00°e

$0°

s

[t

[epow I

Se°

%8S ‘owlll
[ 1) [} ] 5 [ € 02 [1} U

viep 614

indu| uoJajly pue seppny ‘Ly uopIPUOd By

ainbi4

(6)

Apog 14v
uofjeia[a09y

fesere

N

———

L




jopoy 3TN yum ejeg Wybid bBuniedwo) ouibu3z je uoiess|asdy |esdje Jo asuodsay awiy gL ainbig

ZH ‘Asuanbeuy
L 8s ce8 68’ "y .8... 99 It 292 w 8L €0t e "

%6S ‘ewll
7] " 05 o "® H] u '

AAAMAARAAAAANAA A 1A "
LAAARA LAAA A4 A S ah v
.
N v
¢ —
. - (6) (X
Z eujbuz
- d8g ey . . UOjIBIe[39Y
) 1) 05 o o€ 0”2 ol ’
§ jesele

r-

€~

e’

i

] o~
- .

eep b4 .
induj uosejly pue Jappny ‘Ly UopIPUOD 64




jopow yew

Blep Wo6|d

01

9

ZH ‘Aousnbaig

y

ISPOIN Yl yim
eleg wybi4 bBuuedwod ndl e [IoY4 Apog jo asuodsay Alsuaq _mzumaw mod ‘02

;

et
"4-‘_/"

01

/\

A\\EN

/’/,

ALISN3Q TYHLO3dS HIMOd

021~
001-

0el-
0ol-
08-
09-
0r-
02-

02
oy

qp

ap

ainbi4

ndl
lloy Apog

614

<
LR
({9




lopow yiew

ejep b4

ZH ‘Aouanbauiy

I9PON Yle|w yum
eleq b4 buuedwo)d nHi e mep Apog jo asuodsay Ausuag jlendads samod

==--

0ol-

08-

09~

0r-

0e-

02

0r

0et-

0ol-

ol 8 9 y 2
e J\A A
01 8 9 2 0
— PETA
— o ™ 4 /\/’
\
3

ALISN3Q TVHLO3dS HIMOd

ap

"1g ainbiy

ndl
mep Apog

6l5

-



[opow yiew

Blep ubiid

ejeg wbnd4 Bupedwod nNHI e aiey (oY

jo asuodsay

ISPON YleiN yum
Ausuaq |enoads i1amod °z2Z

‘ZH ‘Aouanbaiy
2
01 ] 9 y ) comT
001-
A 08-
A Al 5-
- A x| EATAN y.. 9P
)\/ll/ ] \\ / r/ .
T~ /
\ 02-
/ 0
N
02
oy
0t 8 9 y 2 gamT
001-
08-
09-
—rANANAL D A - nu
,//[ . 02-
/.’
N 0
A 02

ALISN3A vHL103dS H3MOd

ainbi4

ndl
ejey |lod

6l6




ISPON Ylew yum
ejeg ybi4 Bunedwod nYI e aley mep Jo asuodsay Alsuaq jendads iamod °gg ainbiy

ZH ‘Aousnbaid
] B 9 4 0
0y
~
N
// \l-ll'
N4
~ |opow yjew
01 B 9 y £ 0
A A
—— ————{7\" T 7\
7
/\\
AN
Jat J/
eep by

ALISN3Q TVHLI3dS HIMOd

021-
0o1-

ap

ndl

eley MeA
0e1-

001~

617



I2POIN Uley yum eileq b4

fupedwos 1eas 10|id 1B uOlleI2|a0dy |esdle] Jo asuodsey Ausuag |endads Jamod ‘pg aunbiy

ZH ‘Aousnbaid
9 y

01 £ 3

g
Y i, Y el
sl AININUA D 001-
A AALLER R AVA
1

08-

S >4 ap
I : o

_%.oE Ylew

189S J0jIu
uojjeIB|9IIY
jesare

1)

01 9 y
w\/ 021-

< ool-

3
=]

- : 08-

02-

elep yb)i4

e
0y

ALISN3Q 1v4103dS H3IMOd

618




buiiedwo)d nul 1 uoness|addy [esdle] jo esuodsay Ansusqg |esjoadg 1amog

[opow yjew

eiep b4

ZH ‘Aousnbauy
9 y

ISPOW Yielw yum ejeq jybijy

01 B g 0
ala a AN
T Y V'V T\,
AN
3
\
A\
AN - AV
\
01 B 9 y 2 0
,4>‘ ><><\/\V .
Y
N\
AN AN
N\ / AN A
~ AN /

ALISN3Q TYH103dS HImod

'GZ ainbiy
021-
001-
08~
09-
0 ap
02-
0 o~
02 <©
o Nyl
uojjela|eody

02i- jesaje
001-
08-
09-

qp



jopow yjew

‘ejep ybjd

01

|19POW ulely yum ejeg b4 Buupedwod
Apog 14V e uoneiajaddy jesaje] jo asuodsay Ausuag |esdads samod
ZH ‘Aouanbauig

y

J

AN

0el-

NV

0ot-

8-

09-

/N

0r--

02-

0e

0y

0cl-

gol-

08-

/’L”’J/

09-

0r-

02-

0e

ALISN3Q TvH.103dS HIMOd

0¥

ap

ap

"9Z ainbiy

kpog L4V
UORe1a|edY
|esoie

620




lepow I

eiep Wb

ZH ‘Aosuanbauy

12POIN IV Yum
Blea o4 m::mnEoo Nyl e jlod Apog jo asuodsay Ausue@ |esndads samog

01 9
i v £ ccmT
001~
A
AW 08~
e NV AA A
M Vv V N QOI
N .
/ o*l
~
// cml
N 0
— 02
11
01 8 9 y 0
i et~
> 001~
— 08-
A, LU AN A R
, M A A
0¥~
02~
At
— A+ o2

ALISN3A TvHd.103dS H3IMOd

0y

qp

ap

L2 ainbi4

Nyl
oy Apog

621



01

ZH ‘Aousnbaiy
9 y

. ISPON ITN Yim
eleg wbi4 Bunedwod nYl 1 mep Apog jo asuodsay Altsuaq |esjoads iamod ‘gz ainbiy

™J

021~

0ot~

09-

0¥~

02-

Ispow IFIN

0e

b1

0l

oy

021~

08-

09-

0y-

0e-

e1ep 1y6j4

/\

0l

ALISN3Q TvHL03dS HIMOd

oy

001~

qap

ndl
mep Apog

qap

622




eleq w614 Buuedwod ny| e aley

[opow FIN

B1ep | [

ZH ‘Aouanbaig

ISPON I yum

llod jo asuodsay Ausuaq |enoads Jamod ‘62 ainbi4

s 9
4 =o~7 :

001-
08-
- 09~

— TN AR - ap
v \ 0r-
/}/ 02-
\ N
02
N W
N4l
01 9 y 0 eley Ilod

0ei-

001-
08-
09-

AN ANAN A Qﬂ
A\/\A ov&
// 02-
/’r
N 0

A 02

ALISN3Q TvHL103dS HIamod

0y



lepow TN

eep 6y

0l

N_._ .>o_._o=u€n_

I9POIN TN Yum

gjeg 14614 Huuedwod NHI 18 3diey MeA _o ‘asuodsay Ausuag _mzoonm lamod

g 0

021-
001-
08-
e e st R, \,r A A ’
MG PZA 09~
A Al .
O oy-
g
~- 02-
N\

<A

02

0r

01 g 9 y 2 0
021-
-+001-
— " 08-
—A 09
/\\
AN ” 1o
e —
=~ 02-
\
S A

0

oy

ALISNAQ TvHLO3dS HIMOd

‘0 ainbi4

Nyl
ejey MeA

624




1spow 3N

ejep 464

I9PO TN yum ejeq b4 Buuedwon
1eas 10|id 1 uojleld[addy [esale] jo asuodsay Ausuag |esjoads 1amod ‘g ainbig

ZH ‘Aouanbaig
01 9 y 2 _.ST
NL\. Agad P~ ~C 001~
\ 08-
N
09- -
N ap
7 < 0y~
02-
. Ln
N
02 - O
o jees Jolid
| | uofjessja9dy
i b 9 y 2 - jesoje
<] /fl)i 001~
- 08-
\
//v \/ °¢0 T
XV 1> 0y~ .
02-
0
02

ALISN3d TVH103dS HIMOd

or



lopow 3N

ejep wbi14

iepoW ITW yum eieg wbi4 Guuedwod

Nyl e uoljeld|daddy |elale] }o asuodsay Ausuaq |enoads tamod 28 ainbig
7H ‘Aouanbaid
01 B 9 y 2 0
VAV/\VAV.\ PR 02i-
// 001-
// \\J 08-
N/
09-
A qp
0r-
02-
0
02
o Nyl
UuojleIa|993Y
01 g 9 y 2 . jesole]
AN \/\/\/\f 0ei-
AN 001~
I — AN 8-
DN VA N
A AN ¥ gp
u N 0p-
02-
o.
02

ALISN3A Tvd.103dS HIMOd

626




jopowt IN

ejep Y64

I9PON ITN yum ejeq ybiy Guuedwon
Apog 14V e uolleid|addy |esdie] jJo asuodsay Alsusg [esdads amod ‘gg ainbiy

02t-

00i-

09-

0y-.

02-

0

0y

ZH ‘Aouanbauy
01 8 9 y £ 0
~V
rull/1 /1>/..\.I> >
T~
\
\ aN
A /
N /-
pd
N
01 8 9 y g
yAb. VN
~N
\
\ N
AN y4
NG Z
N

ALISN3Q TvH103dS HIMod

qp

qp

Apog 14V
uojjeIa|e9dY
Jesare

627



.w_c_ z auibu3g je uonelsjaody [esale] jo Aisuaq |esndads lamod

[epow 3N

Blep 64

[9poi 3TN unm eieg wbyd Buuedwo)

ZH ‘Aouanbaig
01 B 9 y
~AMNAA
AAINAA AL wy
~
< .
1 Z
AN A\
o1 B 9 y
- \l\./\»/\
~ ~
AN VAR AN
A\ \

ALISN3Q TvH103dS H3MOd

‘vg ainbi4

021-

001-

o8-

09-

- 9P

02-

0

02 o

o g ou|bug
(TN IETER R

021- jeJaie]

001-

08-

" ap

or-
0e-

0e
0y

628




REFERENCES

R.E. Maine and K.W. 1liff, "User's Manual for MMLE, a General FORTRAN
Program for Maximum Likelihhood Parameter Estimation”, NASA
Technical Paper 1563, November 1980.

G.C. Goodwin and R.L. Payne, "Dynamic System Identification - Experiment
Design and Data Analysis", Academic Press, 1977.

627



